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Active Transhumeral Prostheses

Active prostheses are robotic devices with actuators (e.g. electric motors).

Aim to replace missing limb segments below the shoulder, restoring upper limb function for achieving 
specific prosthetic poses (target pose).
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McManus, L., De Vito, G., & Lowery, M. M. (2020). Analysis and biophysics of surface EMG for physiotherapists 
and kinesiologists: Toward a common language with rehabilitation engineers. Frontiers in neurology, 11, 576729.
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Goal Recognition

Goal Recognition (GR) techniques aim to infer the intentions of an autonomous agent according to the 
observed actions of that agent [1].

31. H. A. Kautz, J. F. Allen, Generalized plan recognition, in: AAAI, 1986, pp. 32–37.Zihang Su | ICPM2023 | October 23-27, 2023, Rome



Existing Goal Recognition Approaches

Planning-based GR techniques rely on domain models and planners [1]

• Require domain experts to define the domain

Learning-based GR: Long Short-Term Memory Neural Network (LSTM) [2]

• Require large dataset for training the model

• Not explainable

Our approach: process mining (PM-)based GR [3,4]

• Can learn from traces; Perform well for small dataset [4]; Explainable

• But it is developed for categorical data (actions or events)

1. M. Ramirez, H. Geffner, Probabilistic plan recognition using off-the-shelf classical planners, in: Proc. of AAAI, 2010, pp. 1121–1126.
2. W. Min, B.W. Mott, J. P. Rowe, B. Liu, J. C. Lester, Player goal recognition in open-world digital games with long short-term memory networks, in: IJCAI, 2016, pp. 2590–2596.
3. A. Polyvyanyy, Z. Su, N. Lipovetzky, S. Sardina, Goal recognition using of-the-shelf process mining techniques, in: AAMAS, 2020, pp. 1072–1080.
4. Z. Su, A. Polyvyanyy, N. Lipovetzky, S. Sardina, and N. van Beest, Fast and accurate data-driven goal recognition using process mining techniques, Artificial Intelligence, vol. 323, p. 103973, 2023.
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Apply PM-based GR to Prosthesis Scenario
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Input: Kinematics and Electromyography (EMG) signals (a sequence of signals from multiple sensors).
Frequency: 10 Hz (0.1 second per data point)

Goal: recognize the angle of elbow, three target elbow poses (T1, T2, T3)
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Table I



Agglomerative 
Clustering

Feature Selection & Event Discretization
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Pearson correlation
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Table II

K-Means



Process Mining-based Goal Recognition
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Current Observation

Optimal Alignments [2]

1. S. J. J. Leemans, E. Poppe, M. T. Wynn, Directly follows-based process mining: Exploration & a case study, in: ICPM, 2019, pp. 25–32.

2. A. Adriansyah, N. Sidorova, B. F. van Dongen, Cost-based fitness in conformance checking, in: ACSD, 2011, pp. 57–66.

Directly Follow Miner [1]
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Alignment Weights & Probability Distribution
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Cost of asynchronous moveDiscount factorSmooth factor Asynchronous suffix penalty 

P(T1|𝜏) = 0.06
P(T2|𝜏) = 0.94

To optimize these parameters: PRIM algorithm [1]
1. Z. Su, A. Polyvyanyy, N. Lipovetzky, S. Sardina, and N. van Beest, Fast and accurate data-driven goal recognition using process mining techniques, Artificial Intelligence, vol. 323, 
p. 103973, 2023.
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Experiment Settings
Benchmarks: long short-term memory (LSTM) [1], linear discriminant analysis (LDA).

Cross validation: 10 subjects, 90 traces for each subject, 30 traces per goal (target pose).

• Testing set (3 traces)

• Training set (the remaining 87 traces)

Labelled training data
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1. Huang, J., Li, G., Su, H., & Li, Z. (2021). Development and continuous control of an intelligent upper-limb neuroprosthesis for reach and grasp motions using biological 
signals. IEEE Transactions on Systems, Man, and Cybernetics: Systems, 52(6), 3431-3441.

LSTM, PM-based GR

LDA

Zihang Su | ICPM2023 | October 23-27, 2023, Rome



Quality Measurement
The fraction of the correctly inferred goals among all the inferred goals:

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

The fraction of the correctly inferred goals among all the true goals:

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

For each subject, we test performance on different levels of observation: 10%, 30%, 50%, 70%.
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Results and Conclusions
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The results from the t-tests indicate that the average precisions and 
recalls for different approaches are significantly different from each 
other at a 95% confidence level (Šidák correction is considered).

Probability gap is the difference between:
• The max probability that our inferred 

by our system.
• The probability associated with the 

ground truth.

PM: 0.064
LSTM: 0.277

LDA: 0.623

These results indicate that the PM-based 
GR system exhibits less confidence when 
making mistakes than the other two 
benchmarks.
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